Analysis K-Nearest Neighbors (KNN) in Identifying Tuberculosis Disease (Tb) By Utilizing Hog Feature Extraction
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ABSTRACT
Pulmonary tuberculosis is an infectious disease caused by Microbacterium tuberculosis, which is one of the lower respiratory tract disease, which is largely in the pulmonary tissue of the lung infection and then undergoes a process known as the primary focus of Ghon. Because the disease is difficult and takes a long time to decide the patient is affected by the disease Tuberulosis, then the detection of the patient affects Tuberulosis by utilizing the K-NN method as a classification and HOG as feature extraction. Results of the classification of positive diagnosis with a total of 234 samples from 330 samples or successfully recognizable Sebasar 70.90%, while the classification result is a negative diagnosis with the amount of 240 samples from 330 samples or successfully identified by 72.72%. The results of the study showed the image classification of the X-ray Set Tuberculosis using the method K-NN and HOG feature with cross-validation 5 folds with 71.81% accuracy.
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1. INTRODUCTION
Illness is an abnormal state of the body or mind that causes discomfort, tribulation against the person being influenced. One disease that is being a lot of discussion material is tuberculosis or commonly known as TB. The growing issue is the rate of patient growth faster than the number of doctors available. This is a big problem because every human being has the right to get good service for the illness that it suffered [1]. The World Health Organization (WHO) stated that the current lung tuberculosis disease has become a global threat as nearly a third of the world's population has been infected [2].

Pulmonary Tuberculosis is an infectious disease caused by the Microbacterium tuberculosis, which is one of the lower respiratory tract disease, which is largely in the pulmonary tissue of the lung infection, and subsequently undergo a process known as the primary focus of Ghon [3]. TB can attack anyone, especially the age of productive/still active work and children. Approximately 75% of TB patients are the most economically productive age group (15-50 years) [4]. The increasing number of tuberculosis sufferers is influenced by the number of poor people with unhealthy living patterns, unclean environment, and lack of information about the disease and its symptoms and causes that will make the treatment process slow. A slow and improper handling process will make the disease worse and fatal [5].

Related to the problem of disease management of TB, the task of a doctor will be very helpful when there is a system that can help the doctor in diagnosing TB disease. The purpose of the system is not to replace the role of a doctor, but rather to provide recommendations or possible diagnosis results based on the symptoms experienced by the patient. Also, the system is also built to help doctors to reduce the risk of human error due to the number of patients who have to be handled by a physician at one time [1].

In completing a conclusion, the diagnosis system can use certain methods to be implemented [1] As in the research conducted [6]. This study concluded the lung disease detection system designed in the study consisted of several parts of the system, namely pre-processing system, feature extraction...
system and classification system. But the accuracy has not been satisfactory. Not much research on the predictions of TB disease. Subsequent studies [7] provide an accuracy value of 78.66% and an AUC value of 0.806 which identifies that the model is good classification.

Based on the above, it is necessary to develop a predictive system for the diagnosis of TB by using the KNN (K-Nearest Neighbors) method by utilizing HOG extraction, since the algorithm of K-Nearest Neighbor is easy to implement in diagnosing a disease, by utilizing HOG extraction, since the HOG method has been developed to detect other objects [8][9]. The algorithm K-Nearest Neighbor abbreviated KNN is usually applied in the classification of data based on the value of a small difference from the distance closest neighbor to the object. The general principle of this algorithm is to determine the value of K in the training data which will then be processed using KNN based on the distance. The next majority value of KNN is made basic in determining the class type or category of the next sample [10][11]. The extraction of a HOG feature which is one of the features of a panda image that has a good shape recognition capability [12]. Histogram of Oriented Gradient (HOG) is the extraction of features used in an image processing computer by calculating the Gradient value on an image to get the result to be used to recognize the characteristics of that object [13].

So in this study, will discuss the performance of the K-NN algorithm in classifying the image of tuberculosis with the help of a Histogram of Oriented Gradient (HOG) feature extraction.

2. LITERATURE REVIEW

A. Tuberculosis (Tbc)

Pulmonary Tuberculosis is an infectious disease caused by Microbacterium tuberculosis, which is one of the lower respiratory tract disease, which is largely in the pulmonary tissue of the lung infection, and subsequently undergo a process known as the primary focus of Ghon [14]. Most TB germs invade the lungs, but it can also be related to other organs commonly referred to as extra lung TB. Lung TB is the most common form of about 80% of all sufferers. TB that attacks the lung tissue is the form of an easily contagious TB. TB extra lung is a form of TB disease that attacks the body organs other than the lungs. TB is essentially indiscriminately because this germ can attack all organs from the body [15]. People only know that TB is attacking the lungs only in general, but TB can also attack other organs besides the lung called extra lung. TB extra lung occurs when the TB germs spread to other organs of the body through the bloodstream. The definite diagnosis for TB disease is often difficult to be enforced while a working diagnosis can be enforced based on strong TB clinical symptoms (PRESUMTIF) by eliminating the possibility of other diseases [16].

B. Histogram of Oriented Gradients (Hog)

Histogram of Oriented Gradients (HOG) is a method used in image processing in order to detect objects [17]. The method was developed by Navneet Dalal and Bill Trigs in 2005 to detect pedestrians [18]. Histogram of Oriented Gradients (HOG) is a descriptor representing an object. The way the HOG works is by calculating the gradient value of a particular area of the image. Each image has the characteristic indicated by a gradient value obtained by dividing an image into the smallest area called cell [19].

According to [20] The Histogram of Oriented Gradient is the shape of the local object and the value used from the Gradient intensity. The process in using a HOG is to look for the gradient orientation and gradient vertical values and then look for the magnitude value and the cholinergic orientation of the original image size and then divide the image into several blocks that have a 2x2 size later in the block there are some cells with an 8x8 size that has the orientation of the gradient 9 bin so that it has a feature vector. To improve the performance of gradient values generated cholinergic orientation by normalizing in contrast, then this value is used to describe each block of the normalized value.

C. K-Nearest Neighbour (Knn)

The K-Nearest Neighbor (KNN) algorithm is a method of classifying the object based on the learning data that is closest to that object. Learning data is projected into multiple dimensioning spaces, each of which dimensions represent the features of the data [21][22][23].

The KNN algorithm includes methods that use the supervised algorithm [24][25][26]. The difference between supervised learning and unsupervised learning is that supervised learning aims to find new patterns in the data by connecting existing patterns of data with the new data. While on
unsupervised learning, data does not yet have any pattern, and the unsupervised learning objective is to find patterns in data. The goal of the KNN algorithm is to classify new objects by attribute and training samples [27][28]. Where the results of the test samples were newly classified based on the majority of categories on the KNN. In the classifying process, this algorithm does not use any model to match and is based solely on memory.

The goal of the KNN algorithm is to classify new objects based on the attributes and training samples. Classifier does not use any model to match and is based solely on memory. Given a query point, it will be found a number of K objects or (training points) closest to the query point. Classification uses the most voting in the classification of K objects. The KNN algorithm uses a kinship classification as the predictive value of the new instance query. The KNN method algorithm is very simple, working based on the shortest distance from the instance query to the training sample to determine its KNN [29].

The best k value for this algorithm depends on the data. In general, a high k value will reduce the noise effect on the classification, but makes the boundary between each classification increasingly blurred. A good k value can be chosen with the optimization of a parameter, for example by using cross-validation. A special case where the classification is reconditioned based on the closest training data (in other words, K = 1) is called the Nearest Neighbor algorithm.

3. RESEARCH METHOD

A. Dataset

The Data used in this weliitan is taken from Shenzhen Hospital X-Ray Set, The set contains images in JPEG format. There are 326 normal x-rays and 336 abnormal x-rays showing various manifestations of tuberculosis [30].

B. Research Steps

The research steps modeled in this study are illustrated in Figure 1.

Figure 1 shows the research step that will be done by two processes, the first training process is the process of data processing (grayscale to minimize the colour space of the image of the three R,G,B color spaces into one color space i.e. grayscale as well as extracting by utilizing HOG features) as well as data stored as a pattern model to be used in the testing stage, both easy testing is the process of matching the model of the pattern that has been in training by utilizing the SVM method as a classification.
4. RESULTS AND DISCUSSION

A. Sampel X-ray Set Tuberculosis
This X-ray sample Set Tuberculosis was taken from the Shenzhen Hospital X-ray set, figure 2 attaching some samples to the X-ray Set Tuberculosis.

![Figure 2. Sampel X-ray Set Tuberculosis (a) Negative, (b) Positive.](image)

B. HOG Detection
Hog feature detection results are marked with a cube in the image, Figure 3 shows the results of the Hog feature detection with 70 strongest values in the Tuberculosis Set X-ray image.

![Figure 3. Deteksi HOG Fitur](image)

C. Classification Result
Testing conducted in this study using cross-validation with 5 folds. Table 1 and Table 2 show the results of the X-ray Set Tuberculosis image classification by using the K-NN method with the help of HOG features.
Table 1. Classification results

<table>
<thead>
<tr>
<th>Diagnosis Positif</th>
<th>Diagnosis Negatif</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Positif</td>
<td>234</td>
</tr>
<tr>
<td>Test Negatif</td>
<td>90</td>
</tr>
</tbody>
</table>

Table 2. Persentase classification results

<table>
<thead>
<tr>
<th>Diagnosis Positif</th>
<th>Diagnosis Negatif</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Positif</td>
<td>70.90%</td>
</tr>
<tr>
<td>Test Negatif</td>
<td>27.28%</td>
</tr>
</tbody>
</table>

In table 1. Displaying TBC classification result by using K-NN and HOG feature extraction with sample amount, in a positive test of TBC classification result with a positive diagnosis with amount 234 and result of classification with negative diagnosis amounted to 96, while in a negative test of TBC classification with a negative diagnosis with number 240 and classification result with positive diagnosis amounted to 90. While in table 2. Displaying TBC classification result by using K-NN and HOG feature extraction by percentage, in a positive test of TBC classification result with a positive diagnosis with percentage 70.90% and the result of classification with negative diagnosis amounted to 29.10%, while on a negative test of classification with a negative diagnosis with percentage 72.72% and a result of classification with positive diagnosis amounted to 27.28%.

5. CONCLUSION

The results of the study showed the image classification of the X-ray Set Tuberculosis using the method K-NN and HOG feature with cross-validation 5 folds with 71.81% accuracy.
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