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ABSTRACT 

The present study focuses on the application of classification methods using digital images and multiple linear 
regression to identify types of chili plants based on texture and shape features extracted from leaf images. In the 
process, digital images of chili plants undergo a pre-processing stage to enhance image quality, followed by feature 
extraction using methods such as the Gray-Level Co-occurrence Matrix (GLCM). The present study utilised 100 
datasets of chili plant images obtained from the BRIN website, which were then divided into training data and test 
data to train a multiple linear regression model. However, the findings of the study indicated that the multiple linear 
regression model was not adept at encapsulating the intricacies of the data, as evidenced by the negative R-squared 
value and substantial prediction errors. Consequently, it is recommended that dimensionality reduction and cross-
validation techniques be applied to enhance model performance and increase accuracy in classifying chili plant 
types in future. 
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1. INTRODUCTION 
Chili plants (Capsicum spp.) are a high-value horticultural commodity with substantial 

economic importance in many countries, including Indonesia. Widely used in culinary applications and 
known for various health benefits, chili has consistently high market demand, making productivity and 
quality crucial aspects for farmers and stakeholders. In response to these needs, digital image processing 
and data analysis technologies have emerged as vital tools in precision agriculture. The application of 
digital imagery enables more accurate and efficient observations of plant characteristics such as leaf 
shape, fruit color, and surface texture. These advancements support farmers in rapidly and accurately 
identifying chili plant varieties, ultimately improving crop management and yield outcomes (Putra, 
2022). 

However, distinguishing between different types of chili plants remains a complex challenge 
due to variations in shape, size, and color that are often difficult to discern through basic visual 
inspection. Misidentification can negatively affect agricultural practices, such as inappropriate 
cultivation techniques or incorrect pesticide usage, ultimately lowering both the quality and quantity of 
harvests. Digital image processing offers a solution by enabling detailed and automated observation of 
chili plant features. This method reduces reliance on human observation and increases classification 
precision. 

To enhance this technological approach, multiple linear regression (MLR) can be employed to 
analyze the relationship between multiple digital image features—such as color intensity, shape, and 
texture—and the chili plant type. This model not only facilitates accurate classification but also helps 
determine which features are most influential. As demonstrated by previous research (Saputra & Ardani, 
2020), MLR provides interpretability and accuracy, allowing it to serve as both a prediction tool and a 
guide for farmers. Furthermore, similar approaches have shown success in agricultural contexts, such 
as the estimation of soil moisture content using vegetation indices from satellite imagery (Mutmainna, 
Achmad, & Suhardi, 2017). 

http://creativecommons.org/licenses/by-sa/4.0/
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Based on this background, this study aims to develop a classification model for chili plant types 
using digital images and multiple linear regression analysis, providing both practical and scientific 
contributions to agricultural technology. 
 
2. RESEARCH METHOD 
A.  Research Data 
The data used in this research pertains to the classification of chili plant types. The classification data 
was obtained from the website brin.go.id. In this system, registered farmers input data related to the 
types of chili plants they cultivate, including their physical characteristics and growth conditions. This 
data is then used to identify and classify the types of chili plants being grown. A total of 100 data entries 
were successfully collected from the brin.go.id website for this study. The dataset includes information 
such as images of the cultivated chili plants. The data is presented as follows: 

 
Table 1. Research Data 

No. Plant Picture 
1 

 
2 

 
3 

 
4 

 
…  
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97 

 
98 

 
99 

 
100 

 
 

 
B.  General Architecture 
This study employs a general architecture consisting of several stages to classify chili plant types using 
digital image processing and multiple linear regression. The main stages of the architecture used are as 
follows: 
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Figure 1. Research Architecture 

 
C.  Data Preparation 
1. Data Download 
The classification data of chili plant types is downloaded from the website brin.go.id. The data consists 
of images in JPG format depicting the shape of chili leaves and other characteristics. 
2. Format Conversion 
The downloaded JPG images are converted into CSV table format to store metadata and extracted feature 
results. This step allows the data to be more easily processed and analyzed using data analysis tools such 
as Pandas in Python. 
3. Data Cleaning 
Identifying and removing duplicate images to ensure each entry is unique. Missing or corrupted images 
are either filled in or removed from the dataset. For instance, incomplete or blurry images may be 
discarded if they are not too numerous. 
4. Image Preprocessing 
Standardizing the size of all images to uniform dimensions to ensure consistency in analysis. 
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Table 2. Image Processing 
Before After 

 

 

 
5. Texture Analysis 
The identification of texture patterns on leaf surfaces is facilitated by the implementation of 
methodologies such as the GLCM (Gray-Level Co-occurrence Matrix). 
 

Table 3. Gray-Level Co-occurrence Matrix 
Before After 

 

 

 

 

 
 

Figure 2. Extraction Results 
 

 
 



                ISSN: 2722-0001 

Al'adzkiya International of Computer Science and Information Technology (AIoCSIT) Journal  
Vol. 5, No. 1, May 2024 : 1 – 16 

 

6 

As illustrated in Figure 4.1, the table results generated from the Gray-Level Co-occurrence Matrix 
(GLCM) feature extraction for chili leaf images are presented. The following table provides a 
comprehensive list of the image names and the GLCM feature values that have been extracted from the 
images. 
6. Dataset Arrangement 
The feature data that has been extracted is then arranged into a dataset, which is then ready for further 
analysis. Each row in the dataset corresponds to an image of a chili leaf, incorporating the extracted 
features and the designated chili type label. 
 
3. RESULTS AND DISCUSSION 

The present study proposes a system that utilises the Multiple Linear Regression method for the 
identification of different types of chili plants. Concurrently, a digital image processing method was 
employed to detect and process images of chili plants, utilising the OpenCV library and techniques such 
as image segmentation and GLCM (Gray-Level Co-occurrence Matrix) feature extraction. The database 
contains a total of 100 images of various types of chilli, obtained from the BRIN database. The database 
is divided into two parts: training data and test data. Each variety of chili is characterised by a multitude 
of images, representing diverse variations in shape, colour, and texture. 
 

 
Figure 3. Dataset of Chilli Classification 

 
3.1 Imagery Detection 

In this study, a digital image processing method was utilised for the purpose of detecting the 
image of chili plants. Digital image processing is the process of separating the main object (foreground), 
namely the chili plants, from the background. The proposed methodology involves the separation of the 
RGB values into intensity values and colour characteristics. The original colour in the image of chili 
plants often still contains lighting effects that can change visual characteristics such as colour, shape, 
and texture. Therefore, it is necessary to convert it into a feature representation that is more stable 
against changes in lighting. In order to mitigate the impact of lighting conditions, the utilisation of a 
model such as the GLCM (Gray-Level Co-occurrence Matrix) is recommended. This model facilitates the 
extraction of texture features, including contrast, homogeneity, and correlation, which exhibit enhanced 
robustness to variations in lighting. 
 

 
Figure 4. Imagery Component YCbCr 

 
The image presented here illustrates the outcome of the conversion process of an image of a 

chili plant from RGB colour space to YCbCr colour space. It also demonstrates the separation of the Y, Cb, 
and Cr components that is an inevitable consequence of this process. The RGB image is the original 
representation of the leaves of the chili plant in the Red, Green, Blue colour format, which is a common 
format for storing and displaying digital images. This RGB format employs a combination of three 
primary colours to display full colour on each pixel, which closely matches the way in which the human 
eye responds to light. Subsequent to the conversion of the RGB image to the YCbCr colour space, the 
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image is divided into three components: Y (luminance), Cb (chrominance-blue), and Cr (chrominance-
red). The Y (luminance) component is responsible for storing information regarding the light intensity 
or brightness of each pixel, independent of its colour. The image is displayed in grayscale, representing 
a quantitative representation of lightness or darkness in each area of the image. This component is of 
particular significance, given that the human eye exhibits a greater sensitivity to changes in brightness 
than to changes in colour. In the following section, the chrominance-blue (Cb) and chrominance-red (Cr) 
components are analysed as representations of the difference between blue and red in an RGB image, 
with a focus on their respective luminance values. The Cb component is indicative of the 'blue' hue of a 
pixel in relation to its luminance, whilst the Cr component is indicative of the 'red' hue of the pixel. This 
information is useful in a variety of image processing applications, especially since colour information 
can be compressed more than luminance information without significantly reducing perceived visual 
quality. 
 

 
 

Figure 5. Binner Image 
 

The image presented here illustrates the outcome of the conversion process of chili plant images 
into binary images. This binary image is a representation of the original image that has been converted 
into a form with two intensity values, namely black and white. The process is initiated by converting the 
image to grayscale, whereby the image is reduced to a series of shades of grey, devoid of any colour 
information. Subsequently, a thresholding technique is employed to categorise pixels into two distinct 
groups: those exceeding a specified threshold value are rendered as white, while those falling below the 
threshold are displayed as black. In this binary image, the regions of the chili plant that exhibit lighter 
pigmentation, such as the leaves, are represented by white areas, while darker pigmentation, such as the 
background or shadows, is represented by black areas. The utilisation of this binary image facilitates 
subsequent analysis processes, including edge detection, object segmentation, and the calculation of 
specific image areas. It is evident that the utilisation of binary images, characterised by a mere two levels 
of intensity, engenders a pronounced representation of contrasting properties. This property of binary 
images has the potential to reduce the complexity of visual data processing, thereby facilitating the 
identification of salient features within the image, such as the shape and contour of chili leaves. 
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Figure 6. Probability Distribution Graph On Image Samples 

 
The image presented here illustrates a three-dimensional distribution graph of pixel values in a 

sample image. The graph illustrates the relationship between the position of a pixel in the image 
(represented by the x and y axes) and the intensity value of that pixel (represented by the z axis) in the 
image. Each bar in the graph is representative of the intensity value of a pixel at a specific point in the 
image. The colour and height of the bar are indicative of the difference in intensity or value of the pixel. 
Visually, this graph provides a clear representation of the distribution of brightness or darkness across 
the image. Regions within the image exhibiting high intensity values are indicative of the presence of a 
bright or luminous object. These regions are represented by tall, brightly coloured bars. Conversely, 
darker areas in the image are represented by lower, darker bars. The analysis of the graph enables the 
comprehension of the distribution of light intensity across the image, facilitating the identification of 
significant patterns or features, including edges, textures, and shapes, that are present within the image. 
 

 
Figure 7. Erosion Image and Dilation Image 

 
The image presented here illustrates the outcomes of two prevalent morphological operations 

in image processing, namely erosion and dilation, applied to an image of a chili plant. The initial image 
illustrates the outcome of the erosion process. Erosion is a technique that removes pixels at the edges of 
objects in an image, thereby reducing the size of the bright areas, with the potential result that fine 
details or small objects may be lost. In this image, the edges of the leaves and other minor elements have 
been reduced or even eliminated, thereby rendering the primary objects appear more slender and 
concentrated. Conversely, the second image illustrates the outcome of the dilation process, which results 
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in the expansion of the bright areas of the image. In the process of dilation, the objects in the image 
appear to increase in size and are distributed over a greater area, thereby filling in any gaps or small 
holes that may have appeared subsequent to the process of erosion or as a result of noise in the original 
image. In this image, the white regions, which represent leaf shapes, are more substantial and 
voluminous, with thicker edges and more pronounced forms when compared to the result of the erosion 
process. 

 
Figure 8. Dilation Graph and Erosion Graph 

 
The image displays two three-dimensional graphs, illustrating the outcomes of the 

morphological process on the image, specifically dilation and erosion. The graph on the left illustrates 
the outcomes of the dilation process, while the graph on the right demonstrates the results of the erosion 
process. As demonstrated by both graphs, the distribution of pixel values is illustrated following the 
application of the morphological operation to the binary image. The dilation graph provides a visual 
representation of the objects in the image, demonstrating an increase in size and a decrease in density. 
This is due to the fact that the operation of dilation introduces pixels to the object's edges, thereby 
expanding the bright areas and filling in minor gaps in the image. This effect of image dilation serves to 
accentuate the primary structures within the image, such as the contour of a leaf, by increasing both the 
surface area and the pixel values in various regions. Conversely, the erosion graph provides a divergent 
set of results. Erosion is a process that removes pixels at the object's edges, thereby causing the bright 
areas in the image to become smaller. This phenomenon can be observed by examining the erosion 
graph, where the object structure appears diminished in size and the regions exhibiting high pixel values 
are reduced in number when compared to the dilation graph. This phenomenon of image simplification, 
characterised by the elimination of minor details and the reduction of primary objects, is known as the 
erosion effect. 
 
3.2 Pre-processing Technique 

Pre-processing constitutes a pivotal preliminary stage within the broader framework of image 
processing, wherein raw data is transformed into a format that is more amenable to subsequent analysis. 
The purpose of this step is to enhance image quality and reduce complexity by means of the removal of 
noise, the alignment of sizes, and the normalisation of pixel intensities. The implementation of pre-
processing techniques facilitates the preparation of image data, thereby rendering significant features 
more readily extractable and analyzable in subsequent stages. This, in turn, ensures more accurate and 
efficient results in a range of image processing applications.  
1. RGB to grayscale conversion 

The RGB to grayscale conversion is a common procedure in digital image processing systems, 
as it has the capacity to streamline the analysis process by reducing colour information to a single 
brightness level. This is of particular significance in applications such as the classification of chili plants, 
where shape and texture information are more pertinent than colour information. This process also 
reduces memory requirements and speeds up calculations, making it easier and faster for subsequent 
analysis steps. Figure 4.6 presents several illustrations of the outcomes derived from the conversion of 
RGB images to grayscale within the domain of chili plant image processing. 
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Figure 9. Grayscale Image Results 

 
The image presented here illustrates two visualisation outcomes of chili plant images. The first 

outcome is the original image in RGB format, and the second is the image that has been converted to 
grayscale. In the original RGB image, the leaves of the chili plant are displayed with all the colour 
information recorded by the camera, which includes the red, green, and blue colour spectrum. This 
colour information is imperative for natural visualisation, yet it frequently lacks pertinence in the 
context of shape and texture analysis within digital image processing. Conversely, the grayscale image 
displayed on the right has been obtained through conversion of an RGB image. In a grayscale image, each 
pixel possesses a single intensity value that denotes brightness, ranging from black (the lowest value) to 
white (the highest value). The elimination of colour information from the image results in the creation 
of a greyscale representation, which simplifies the visual data and facilitates the analysis of significant 
features such as texture, edges, and the shape of the chili leaves. This conversion process is particularly 
advantageous in the context of image processing applications, such as plant classification, where colour 
is not invariably the primary factor and the emphasis is instead placed on the structural and patterned 
elements present in the image. 

 
Figure 10. Extraction Results 

 
The GLCM (Gray-Level Co-occurrence Matrix) feature extraction results from the displayed 

image show several important texture characteristics. The GLCM is utilised for the purpose of 
quantifying the frequency with which a specific pair of pixels, characterised by a given intensity value, 
manifests within a particular spatial configuration within the image. The resultant extraction process 
has revealed several salient features, namely Contrast, Correlation, Energy, and Homogeneity. Contrast 
is defined as the intensity of contrast or variation between a pixel and its immediate neighbours within 
the image. In this particular result, the contrast value is found to be very low (approximately 0.0002), 
indicating that the image exhibits low contrast or minimal variation in intensity between adjacent pixels. 
The magnitude of the correlation coefficient, which is a measure of the degree to which a pixel is 
correlated with its neighbours, is found to be exceedingly high (greater than 100), thereby signifying a 
robust linear correlation between the pixel intensities across the image. Energy, defined as a measure of 
uniformity in an image, exhibits a value close to 1 (approximately 0.97 to 0.98), thereby indicating that 
the image is highly homogeneous with a uniform intensity distribution. Homogeneity, a measure of the 
proximity of the distribution of elements in GLCM to the diagonal, also exhibits a high value (thousands), 
signifying that the distribution of pixel intensities in the image is highly uniform, indicative of a high 
level of consistency. 
2. Data Labeling 

The data labeling process constitutes a pivotal step in this study, with the objective of 
categorizing each sample of chili plant images according to its specific type. The application of labels to 
each image facilitates the organisation of data according to the type of chili, whether this is red chili, 
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green chili, or cayenne pepper. This label will serve as the foundation for training a multiple linear 
regression model, which will subsequently be employed to classify the type of chili plant based on the 
texture features that have been extracted from the digital image. This labelling process is instrumental 
in ensuring that the model is endowed with well-structured data, thereby facilitating more accurate 
predictions in identifying the type of chili from the image. 
 

 
 

Figure 11. Labelling Process 
 

The initial dataset comprises four primary columns: The texture features that have been 
extracted from the images are represented by contrast, correlation, energy, and homogeneity. The 
dataset under consideration consists of 108 rows, with each row representing a single image sample. 
Prior to the application of labels, the dataset comprises solely the values of these features, devoid of any 
information pertaining to the category or type of the image under analysis. Following the addition of the 
Label column, each row in the dataset has now been enriched with information pertaining to the 
category of the image to which it corresponds. In this particular instance, all the labels in the rows 
displayed are set to 0, which may be indicative of the fact that these rows originate from the same 
category, for instance, "Red Chili". The significance of these labels lies in their utilisation within a 
classification model, which aims to predict the type of chili based on the extracted features. The 
incorporation of labels facilitates the utilisation of the dataset in machine learning algorithms, wherein 
the model is trained to discern patterns in the texture features that are indicative of a specific chilli 
variety. This labelling process constitutes a pivotal step in constructing a classification model, given that 
these labels are the projections upon which the model will subsequently base its predictions. In 
instances where multiple types of chili are present in the dataset, the Label column will display the 
respective variations, with distinct numerical values assigned to each type of chili. This process 
guarantees that the model is endowed with well-structured data for the purposes of training and testing, 
thereby ensuring its effective classification of chili types based on their digital images. 
3. Datasets and Their Division 

In this study, the subsequent step is to divide the dataset into two primary components: the 
training set and the test set. This division is implemented to ensure that the model to be trained can be 
evaluated accurately on data that has not been utilised during the training process. The training set is 
employed for the purpose of training the multiple linear regression model, while the test set is utilised 
for the evaluation of the model's performance. The division of the dataset is typically accomplished 
through a ratio of 80:20, wherein the majority of the data is allocated for model training, with the 
residual portion utilised for testing purposes. It is imperative to ensure that the model functions 
effectively on the training data and is also capable of generalising effectively on new data that has not 
been previously encountered. In order to achieve the random division of the dataset and ensure a similar 
data distribution between the training set and test set, it is necessary to use the train_test_split function 
from the scikit-learn library. This methodological approach assists in minimising bias and provides a 
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more accurate evaluation of the model's performance in classifying chili plant types based on digital 
images. 
 
3.2 Application of Multiple Linear Regression Method 

The objective of this study is to utilise the Multiple Linear Regression method for the prediction 
of the variety of chili plants based on texture features extracted from digital images. The model has been 
trained using a labelled dataset, with the objective of achieving accurate classification of chili types based 
on the linear relationship between existing features. 

 
Figure 12. The Results of Method Implementation 

 
The results obtained allow the author to observe multiple performance indicators of the 

multiple linear regression model that has been applied to the dataset. Mean Squared Error (MSE) is a 
metric used to measure the average of the squared errors between the actual and predicted values. A 
smaller MSE value indicates that the model exhibits reduced error in prediction. In this instance, the 
MSE obtained is approximately 0.6583, which indicates a substantial discrepancy between the model's 
prediction and the actual value. Furthermore, R-squared (R²) is a metric that demonstrates the extent 
to which the model explains the variability of the data. The R² value ranges from 0 to 1, where a value of 
1 indicates an excellent model for predicting the data. However, in this case, the R² value obtained is 
negative (-0.0447), which indicates that the model is unable to adequately explain the variability of the 
data. This negative value indicates that the model performs worse than the baseline model, which only 
predicts the average of the target values. The comparison between the actual and predicted values 
further demonstrates that the model frequently exhibits inaccuracies in its predictions, particularly in 
relation to categories. To illustrate this point, consider the first and fourth data points, which have actual 
values of 0 and 1, respectively. However, the model predicts values that are significantly different from 
the target. This further indicates that the multiple linear regression model may not be suitable for this 
classification task, or alternatively there is an issue with the data or features that have been utilised. 
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Figure 13. Scatter Plot Graph 

 
The scatter plot graph presented here demonstrates the relationship between the actual and 

predicted values of the multiple linear regression model applied to the dataset pertaining to the chili 
plant. The red diagonal line in this graph represents the identity line, i.e. the line along which the 
predicted values should lie if the model were to make perfect predictions. However, the results indicate 
that the majority of the data points do not align with this identity line, suggesting a substantial 
discrepancy between the predicted and actual values. A considerable proportion of data points deviate 
substantially from the red line, indicating a substantial prediction error by the model. Furthermore, the 
clusters of values on the x-axis, which represent the actual labels 0, 1, and 2, are not proximate to the 
anticipated predicted values. For instance, a considerable proportion of predictions for label 0 are 
elevated above the anticipated values, while the predictions for other labels exhibit inconsistency with 
the expected values. The prediction errors observed suggest that the multiple linear regression model is 
not adequately capturing the patterns present in the data, consequently leading to inaccurate 
classification of the different types of chili plants. 

 
Figure 14. Residuals 

As demonstrated in Figure 1, the graph depicting the residuals versus predicted values 
illustrates the relationship between the predicted values of a multiple linear regression model and the 
residuals, which are defined as the differences between the actual and predicted values. The horizontal 
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red line on this graph indicates the zero line, which is defined as the point at which the model predictions 
exactly match the actual values, resulting in zero residuals. The graph indicates that the majority of the 
data points do not align with the zero line, suggesting that the model generates substantial residuals or 
prediction errors. It is evident that certain observations exhibit elevated positive residuals, signifying 
that the model's predictions were considerably lower than the actual values. Conversely, there are also 
some points with large negative residuals, indicating that the model predicted values that were higher 
than the actual values. The distribution of residuals, which are not randomly distributed around the zero 
line, indicates that the model may not be capturing patterns in the data well. In the ideal scenario, if the 
model is functioning effectively, the residuals should be randomly distributed around the zero line, 
exhibiting no discernible pattern. This indicates that prediction errors occur consistently throughout the 
prediction range. However, in this case, the residuals tend to cluster at certain values, indicating a 
pattern of errors that could be due to the poor fit of the multiple linear regression model for these data. 

 
Figure 15. Histogram Graph 

 
The histogram graph presented herein illustrates the distribution of residuals, defined as the differences 
between the actual and predicted values of the multiple linear regression model utilised in this study. 
These residuals are indicative of the prediction errors made by the model, and the distribution of the 
residuals can provide insight into the performance of the model. The residuals in this graph are 
distributed across multiple intervals, exhibiting distinct clusters. It is evident that the residuals are 
distributed between approximately -1.0 and 1.5. In the ideal scenario, where the model is performing 
well, we would expect a symmetrical bell-shaped distribution of residuals (normal distribution) centred 
around zero. This would indicate that the prediction errors are evenly distributed without bias. 
However, the graph reveals three distinct peaks in the distribution of residuals: one at -1, another at 0.5, 
and a third at 1.0. This distribution suggests that the model tends to make errors in several distinct 
clusters, rather than randomly. The presence of these large and scattered residuals suggests that the 
model is not adequately capturing the relationship between features and labels, resulting in less precise 
predictions. 
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Figure 16. Scatter Matrix Graph 

 
The scatter matrix graph presented herein provides a visualisation of the relationship between 

the four primary features extracted from the images in this study, namely contrast, correlation, energy, 
and homogeneity. Each cell in this matrix displays a scatter plot of a distinct feature pair, while the 
histogram on the diagonal illustrates the distribution of each feature individually. As demonstrated by 
the histogram for Contrast, the majority of values are concentrated within the very low range. By 
contrast, the histogram for Correlation exhibits a more uniform distribution, albeit with a peak that 
extends from 150 to 200. Furthermore, the distribution of energy and homogeneity demonstrates a 
tendency to be concentrated within specific value ranges. This finding suggests that the majority of 
samples exhibit uniform texture characteristics with regard to energy and homogeneity. The scatter plot 
between features in this matrix does not demonstrate any significant linear correlation. For instance, 
the relationship between contrast and correlation appears to be randomly distributed, exhibiting no 
clear linear pattern. A similar phenomenon is observed in the relationship between energy and the other 
features. This absence of a strong correlation suggests the possibility of complex or non-linear 
relationships between the features employed, which may prove challenging for multiple linear 
regression models to adequately capture existing patterns. 

 
4. CONCLUSION 
a. The findings of the multiple linear regression model demonstrate that this model does not provide 

optimal prediction performance in classifying chili plant types based on texture features extracted 
from digital images. This can be evidenced by the negative R-squared (R²) value and the 
distribution of residuals, which are asymmetric and extend significantly beyond zero. 

b. The scatter matrix analysis demonstrates that there is no significant linear correlation between the 
features employed (Contrast, Correlation, Energy, Homogeneity). This is one of the reasons why the 
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multiple linear regression model is unable to make accurate predictions, because this model relies 
on the existence of a linear relationship between these features. 

c. The distribution of residuals, as observed in the histogram, reveals the presence of numerous 
significant error groups, both positive and negative in nature. This distribution indicates that the 
model frequently exhibits substantial prediction errors, suggesting a deficiency in its capacity to 
adequately capture the intricacies inherent in the data. 
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