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ABSTRACT 

The rapid development of digital shopping media is accompanied by increasing cases of online fraud, especially 
through social media platforms such as Facebook. This study aims to develop a prediction model for the risk of 
online sales fraud using the Naïve Bayes algorithm. The data used is the data of buying and selling transactions 
that occur through the Facebook marketplace. The data has been collected on the Kaggle platform so that it can be 
used directly. Data in the form of extracted features include seller characteristics, products sold, number of 
transactions, device usage and other fraud indicators. Important features that affect the potential for fraud are 
identified and used in the machine learning process. The results of the study show that the Naïve Bayes model is 
able to provide accurate predictions in identifying the risk of online sales fraud, with a satisfactory accuracy rate 
of 95%. The results of the study are expected to contribute to the development of a more effective fraud detection 
system and increase user confidence in making online transactions. 
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1. INTRODUCTION 
In this digital era, online buying and selling through platforms such as social media is 

increasing rapidly around the world, including Indonesia. Online buying and selling is now increasingly 
popular due to the easy and instant access to products. This is an advantage for consumers and 
customers as consumers do not need to go anywhere to shop, and sellers do not need to sell their 
products everywhere for others to see. Social media is another platform option for online buying and 
selling besides shopping apps. Unlike ordinary e-commerce, in social commerce buyers and sellers can 
interact more freely, and can transact directly on social media without having to enter another digital 
site or application. The rise of social media users is a separate target market for sellers to sell their 
wares to social media users, even some social media also create special platforms for online buying and 
selling through social media such as Tik-Top Shop and Facebook Marketplace. 

According to Databoks, Facebook is the most widely used social media for e-commerce 
transactions in 2017. Based on a survey by the Indonesian E-Commerce Association (idEA), online 
transactions through social media such as Facebook and Instagram reached 66%. In the top position, 
Facebook takes a market share of up to 43%. Only 16% of sellers and buyers use the marketplace 
platform and there are 7% who choose to use their own website. This survey shows the phenomenon 
that buyers and sellers, who are mostly micro-entrepreneurs, use social media as a place for e-
commerce transactions rather than the widely available marketplace platform or through their own 
website. The survey was conducted among around 2,000 MSMEs in 10 cities in Indonesia in 2017. 

According to the Populix survey, out of 1,020 Indonesian respondents, only 86% have ever 
shopped via social media. Of this group, the majority shopped through Tiktok Shop. Meanwhile, fewer 
respondents have shopped via WhatsApp, Facebook, Instagram, and other social media applications, as 
shown in the graph. Populix also found that the most common products purchased by respondents 
through social media are clothing (61%), beauty products (43%), food and beverages (38%), and 
cellphones and accessories (31%). The survey was conducted on July 28-August 9, 2022 to 1,020 
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respondents spread across urban areas in Indonesia, the majority of them from Jabodetabek (35%), 
Bandung (7%), and Surabaya (7%). 

 However, behind the convenience and practicality of online shopping, there is also a 
growing problem of fraud in online sales. Online sales fraud is a serious threat, harming consumers and 
reducing public trust in e-commerce. Online selling through social media, particularly Facebook, is a 
popular trend for both small businesses and large corporations. With millions of active Facebook users, 
the platform has become one of the most popular places to sell online. However, this also poses a high 
risk of online selling scams that can harm consumers.  

 Online selling scams on Facebook have become a serious threat to consumers. In the 
form of fake accounts, scammers offer products at low prices, but do not deliver the goods after 
payment is made. Scams also occur through fake investments and the lure of partnerships with large 
rewards that are not realized. To avoid scams, it is important to verify sellers, use secure payment 
methods, and be wary of overly tempting offers. Facebook Data collected from online sales activities on 
social media, from comments, reviews, and interactions between sellers and buyers, provides valuable 
information when analyzing fraud risks.  

 Early prediction of fraud risk is essential to reduce the losses that consumers and 
merchants may experience when transacting online. In modeling predictions, of course, the existing 
data must support so that the model created will produce maximum results. Therefore, to predict the 
risk of fraud in online sales transactions, data sourced from Kaggle is used. The data is in the form of 
data on cases of online buying and selling fraud in the Facebook marketplace. In this case, the fraud in 
online buying and selling in question is the transaction part. Data taken from the Kaggle site has 
parameters in the form of columns that support analysis and prediction, using the right approach and 
good model building is expected to get maximum prediction results. 

The Naïve Bayes approach, which is one of the classification methods in machine learning, has 
proven effective in predicting risk or data classification in various fields, including sentiment analysis 
and fraud detection. By applying the Naïve Bayes approach to online sales data on Facebook social 
media, it is expected to provide accurate predictions related to the possibility of fraud research by 
(Sunardi et al., 2022). For profiling online fraud victims in Indonesia, the accuracy value of the Naïve 
Bayes algorithm is 75.28%. 

In the previous literature review, there are several studies that have used the Naïve Bayes 
method in classifying Facebook user posts to find out the pishing links of Facebook users and get an 
accuracy value of 99.01% (Fahmi et al., 2023). Research on prediction using Naïve Bayes has also been 
conducted by (Rifai et al., 2019) on predicting the graduation rate of web application-based Microsoft 
Office trainees and getting good results, namely an accuracy rate of 99%. These results prove that the 
Naive Bayes method can be used to assist in prediction. However, to predict online sales fraud, it is 
necessary to have transaction data that describes the characteristics of online sales fraud so that 
predictions can be made from this.  Therefore, this research aims to fill the knowledge gap and 
contribute new understanding related to online sales fraud risk detection using a machine learning 
approach. 

 
 

2. RESEARCH METHOD 
This research uses hardware and software. The needs of the research determined the research 

tools selected. Based on the capacity and capability of each device, the software and hardware were 
optimized to enable the research to run properly. This research uses a quantitative approach with 
concrete data from current phenomena. In addition to developing a machine learning model using the 
Naive Bayes algorithm to predict the outcome of the current data, statistical methods will be used to 
extract information from the data.  The research process starts with selecting the topic and 
background of the problem. Next, a solution strategy is designed and the results are evaluated. Then 
the research report To achieve the research objectives, planning the stages of activities is very 
important. To collect data for this research, literature was used to search for scientific articles, 
journals, or other sources related to the research topic. The foundation, background, and concepts of 
this research are supported by several references related to this research. Undoubtedly, the supporting 
literature will relate to data collection, Naive Bayes algorithm, machine learning modeling, and other 
sources related to data collection and variables such as the Facebook market. 
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3. RESULTS AND DISCUSSION 
A. Data Collection 
1) Related Research  

Data is collected from various relevant sources, both from the source to be processed and 
supporting sources, such as relevant literature reviews, which are used to help formulate 
problems and support current theories. The process of collecting data by searching for related 
research is a stage to find material related to the research problem discussed. Research related to 
machine learning to predict the risk of fraud from an e-commerce, especially the Facebook 
marketplace using the Naïve Bayes method. 

2) Kaggle Data 
The data that will be processed is taken from the Kagle website The dataset used is called 

Fraudulent E-Commerce Transactions. The data set is sourced from the Kaggle website. The 
dataset is a collection of buying and selling transaction data on the Facebook marketplace which 
is collected as material for the development of machine learning prediction of fraudulent e-
commerce transactions. The dataset is divided into 2 parts, the first dataset contains 1,472,952 
data and the second dataset contains 23,634 data. In this research, the second dataset is used. The 
data is a Facebook marketplace purchase transaction data designed to simulate transaction data 
from e-commerce platforms with a focus on fraud detection. It contains various features 
commonly found in transaction data, with 16 additional attributes specifically designed to 
support the development and testing of fraud detection algorithms.  

 
The dataset contains 23,634 data which is a collection of transaction data on buying and 

selling in the Facebook marketplace. Download data in the form of csv files and named the file 
“Data.csv”. Furthermore, to process the data, data importing is carried out into the Google Colab 
application for further processing and analysis. Importing data using the python programming 
language with the help of the pandas library. 

 
 
B. Data Analysis 
1) Data Preparation 
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Data preparation is the process of preparing data before conducting the analysis process. 
The initial stage of data preparation is to check for missing values or empty data in the data set. 
By using the pandas function “df.isnull().sum()”. 

 
There is no missing value in the data, which means the data is complete. Next is to check 

the data whether there is duplicate data in the data set by using the function 
“df.duplicated().sum()” obtained there is no duplicate data in the data set. To see the value of data 
distribution in the form of visualization graphs, this method provides a visual description of the 
data range, including the minimum value, first quartile (Q1), median, third quartile (Q3), and 
maximum value. Box plot is used because it is an easy-to-understand and widely used method.  

At this stage, the variables seen are quantitative variables that have the possibility of wild 
data distribution. It was found that the variable “Customer age” had data that was outside the 
normal distribution. The minimum value of Q1 or the lower limit of the data is 10, but there are 
some data that are below it. The Q2 value or the middle value is 10 to 60 and the Q3 value or the 
upper limit is 60 but there is still data that is greater than that. Data that is included outside of Q1 
and Q3 is data that is not normally distributed or called outlier data to overcome this by deleting 
data. The existence of data that is not normally distributed can result in the performance of the 
model to be built less than optimal. 

 
Data deletion using the loc() function with data parameters in the "Customer age" column 

whose value is less than 10 and whose value is greater than 60. After deletion, it can be seen that 
the data in the "Customer age" column with the lowest value is 10 and the highest is 60, so the 
outlier data has been removed and the data has been normally distributed. 
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In the database there are Shipping Address and Billing Address columns that function to 

record address details related to each transaction. For the purposes of security analysis and 
detection of potential fraud, a comparison is made between the two columns to produce a match 
of addresses that will be entered into the Address Match column. The column will contain a 
parameter number of 1 for matching shipping and billing addresses and 0 for the opposite. This 
address match column is used as one of the indicators in identifying potentially suspicious or 
fraudulent transactions. If there is a significant mismatch between the shipping address and 
billing address, this can be one of the parameters for detecting transactions that are categorized 
as risky or fraudulent. 

 
For analysis purposes, not all columns will be used, so it would be better to delete unused 

columns for ease of further analysis. The unused columns are: "Transaction ID", "Customer ID", 
"Customer Location", "Transaction Date", "IP Address", "Shipping Address", "Billing Address". 
Deleting columns will not reduce the quality of data and analysis results because these columns 
do not have a significant influence for analysis purposes. 

 
 

2) Exploratory Data Analyst 
Exploratory data analyst is a crucial step in conducting data analysis. The EDA stage is 

carried out to determine data characteristics, determine patterns, detect anomalies from the 
database and determine relationships between variables. This process is not only useful for 
understanding data in depth, but also as a basis for preparing prediction or classification models 
in the next analysis stage, especially in the context of fraud detection. The initial stage is to look at 
the distribution of numeric data such as the number of transactions, the number of items 
purchased and the distribution of other variables. The distribution of data based on the number of 
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transactions shows that there are 100 data indicated as fraudulent transaction data and there are 
18,658 data that are not included in fraudulent data. From this distribution, it can also be seen 
that the number of transactions from data indicated as fraud is lower than the number of 
transactions indicated as non-fraudulent. 

 
Our advanced analysis needs to know the distribution of each variable that exists both 

against the amount of data and against data that is indicated as fraud. One way is to look at the 
distribution of payment methods. What payment methods are most widely used and what 
payment methods are most indicated as fraudulent transactions. 
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Based on the image above, the distribution of data based on payment methods can be said 
to be evenly distributed. However, for data that indicates fraudulent transactions, it is found that 
the payment method using bank transfers is the most indicated fraudulent method, while the 
lowest is using the debit card method. There are 326 fraudulent transaction data using the bank 
transfer payment method, this figure is the highest and the lowest is 285 fraudulent transaction 
data using the debit card payment method. It can be concluded that the payment method using 
bank transfers has a higher risk of fraudulent transactions.  

Next, we also have to look at the distribution of data based on other variables, namely 
Product category. We will see the distribution of data based on product categories. From this 
information, we can see the possible anomalies from the Product category variable that may affect 
data patterns. 

 

 

 

For the total amount of data, it can be seen that the distribution of data based on product 
categories is evenly distributed. Meanwhile, for data that indicates fraud, the clothing product 
category has the highest value with 260 fraudulent transaction data or it can be said that the most 
fraudulent transactions based on product categories are clothing and the lowest is the electronics 
product category with 229 fraudulent data. This indicates that the clothing product category has a 
higher chance of fraudulent transactions.  

Next is to look at the distribution of data based on the devices used to make purchases or 
transactions. From this data distribution, we can see what kind of devices are most prone to 
fraudulent transactions. 
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From the graph displayed, it can be seen that the distribution of data based on the device 
used for the purchase is evenly distributed for the data as a whole. For data that includes 
fraudulent transactions, the mobile device category is the most fraudulent transaction data with 
429 fraudulent transaction data that occurred from mobile devices. This influence can provide 
insight that the use of mobile devices to make buying and selling transactions is more prone to 
fraudulent transactions.  

The results of the analysis above become new knowledge or useful information for the 
continuation of the analysis process. Anomalies and patterns in the data can be seen from the 
analysis. Furthermore, the address match column will be seen for its distribution, this can be an 
important part in the process of finding data patterns to indicate transactions that are classified 
as fraudulent transactions. 

 
The address match column is a column that informs the match between the shipping 

address and the billing address. Its contents are binary 0 or 1 where the number 1 indicates that 
the shipping address and billing address match and 0 indicates that the shipping address and 
billing address do not match. The distribution of this data is to see whether a shipping address 
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that does not match the billing address has a greater chance of fraudulent transactions or vice 
versa. From the data above, it can be seen that data that does not match the shipping address and 
billing address is lower, most of the data distribution does have a match between the shipping 
address and billing address. Only 9.9% of data has an address that does not match, and there is 
90.1% of data whose address matches.  

In the existing dataset, there is an account age column that indicates how long the 
account has been used for transactions. From this, we can see the distribution of existing data and 
see anomalies based on the age of the account. 

 
From the diagram shown, it can be seen that fraud cases occur in accounts that are still 

new or around 125 days or less than 4 months. While older accounts do not have fraud cases. The 
account age diagram is taken based on days and the average of all data. 

 
3) Feature Selection 

The feature selection or feature relationship or feature selection stage is the process of 
selecting the most relevant and informative or most influential subset of features (variables) on 
the target variable. This stage is carried out to facilitate the model's performance in targeting or 
focusing analysis on the most influential features on the target variable, namely the Is Fraudulent 
column.  

The feature selection process can only be carried out on numeric columns or variables so 
that variables containing non-numeric data should not be used or the data should be changed to 
numeric data. In this process, columns such as "Payment method", "Product Category", "Device 
Use" and "Transaction Day" are changed to numeric data types. More details can be seen in the 
image below. 

 
For the data in the “Payment Method” column, the data changes to numeric data with 

numbers 1 to 4 based on the existing data. For the “PayPal” payment method, it is changed to 
number 1, for the “credit card” payment, it is changed to number 2, “debit card” is changed to 
number 3, “bank transfer” is changed to number 4. For the data in the “Product Category” column, 
the same thing is done by changing the existing data to numbers from 1 to 5 based on different 
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product categories. Likewise with the other columns. By changing the data into numeric data, the 
process of selecting the most relevant features can be done by entering the columns above. 

Method for selecting the most influential features on data by using the heatmap method. 
Heatmap is a data visualization that is very useful for understanding the relationship between 
variables or features in a dataset. By using different colors to represent the intensity level of a 
value, heatmaps can easily show patterns and trends in data. (Satria et al., 2023). Usually this 
method is also known as a correlation matrix.  

Heatmap, also known as heatmap is a two-dimensional data visualization technique that 
shows the variation in the magnitude of a phenomenon in terms of the colors represented by 
various colors. Heatmaps show the shape and direction of different heat values for a number of 
data points at various temperature levels. Correlation has a positive value, which means that an 
increase in the value of one feature increases the value of the target variable, or a negative value, 
which means that an increase in the value of one feature decreases the value of the target 
variable. (Bengnga & Ishak, 2022) 

 
From the correlation matrix with the heatmep method above, we can see that the 

distribution of all data or variables is normal. Showing an insignificant number, but it can also be 
seen that the variable that has the most influence on the target variable is the "Transaction 
Amount" column or the number of transactions which shows the number 0.29. This indicates that 
the "Transaction Amount" column is positively correlated with the "Is Fraudulent" column. It can 
be seen that other data does not have a significant influence other than the account age column 
and transaction day which each have a value of 0.14, but this number is still smaller than the 
number of transactions column. 

 
C. Data Modeling 

In this study, the data modeling process is carried out to build a predictive model that can 
predict consumer behavior based on available e-commerce transaction data. This process involves the 
application of machine learning algorithms, such as Naive Bayes, to identify patterns and relationships 
between significant variables. Data modeling is a crucial step in the analysis because it allows 
researchers to simplify the complexity of the data and produce accurate models that can be used for 
data-based decision making. The following are the steps in data modeling in this study: 
1) Import Library 

Before doing data modeling, several libraries are needed to support Naïve Bayes data 
modeling. Some libraries needed are Pandas, numpy, seaborn, matplotlib, stiklearn and others for 
the data analysis and modeling process. The libraries used have also been used in previous stages 
such as the EDA and data preparation stages. 



                ISSN: 2722-0001 

Al'adzkiya International of Computer Science and Information Technology (AIoCSIT) Journal  
Vol. 5, No. 2, November 2024 : 62 – 75 

72 

 
2) Spliting Data 

The data split process is to divide the data into training data and test data using the 
skillearn function "train_test_split". This function will divide the data into training data and test 
data (validation data). The size of the dataset division is set to 0.2 or 20% which will divide the 
training data by 80% and the test data by 20%. From this division, the results obtained were that 
18,694 data were training data (train_data) and 4,674 were training data (test_data). 

 
The next modeling stage is to sort and adjust the features or columns in train_data and 

test_data. For modeling, the target column "Is Fraudulent" will be discarded because it is not 
analyzed, but the column will be the target for the model to perform parameters on other 
columns. In the category column such as "address match" will be identified based on the data type 
in the column, namely category. This is because the model will read each value in each column 
differently, if the model is not informed that there is a category column, the results that will be 
issued will also be different and this will affect the accuracy value of the model created. 

 
The next stage in data modeling is to transform the data into values that can be read by 

the model to be built. At the data transformation stage, normalization is carried out using the 
MinMaxScaler method to change the numeric feature values into a range between 0 and 1. This 
method is used to ensure that each feature has the same scale, so that it can prevent the 
dominance of features with a larger range of values in the model training process.  

MinMaxScaler was chosen because it does not produce negative transformation values 
because the algorithm modeling using Naïve Bayes cannot read negative values. Normalization 
with MinMaxScaler is done by calculating the minimum and maximum values of each feature, then 
transforming each value based on the equation: 
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In the transformation process, OneHotEncoding is also used which is intended for 
categorical data. If MinMaxScaler is used for numeric columns, OneHotEncoder is intended for 
categorical data. Then the use of ColumnTransformer allows all transformations to be applied in 
one step, thus simplifying the preprocessing process of data that has features with different types. 
Thus, this process ensures that the data is ready to be used by the machine learning model 
without losing important information. 

 
 
D. Naïve Bayes Algorithm 

Naive Bayes is used in this study because it has advantages in handling large datasets and 
works well for data with simple probability distributions. This algorithm calculates the posterior 
probability of each class based on the distribution of features in the data, then selects the class with the 
highest probability to predict. 

The Naive Bayes algorithm can be divided into several variants depending on the data 
distribution, such as Gaussian Naive Bayes for continuous data with a normal distribution, Multinomial 
Naive Bayes which is suitable for frequency data or event calculations, and Bernoulli Naive Bayes 
which is used for binary data. In this study, the Naive Bayes variant chosen is adjusted to the 
characteristics of the dataset used. Naive Bayes was chosen as one of the main algorithms in data 
modeling in this study because of its efficient ability to handle large datasets and its reliability in 
solving classification problems with various types of data distributions. 

 
 

E. Model Evaluation 
After the modeling process is complete, the next stage is model evaluation to assess the 

performance of the model that has been built. Evaluation is carried out using three main metrics, 
namely accuracy score, confusion matrix, and classification report. In model evaluation there are 
several terms that describe the results of the data itself, here is the explanation: 
1) Accuracy Score: The accuracy score metric measures the proportion of correct predictions 

compared to the total predictions made by the model. Accuracy is calculated using the formula: 

         
                         

          
 

In this study, the evaluated model obtained an accuracy score of X%, which indicates the model's 
ability to classify data well. A high accuracy value indicates the model's ability to classify data 
well. 

 
2) Confusion Matrix: Visually representing the performance of a classification model, the confusion 

matrix shows the number of correct and incorrect predictions for each class. True positives (TP), 
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true negatives (TN), false positives (FP), and false negatives (FN) are the four parts of this matrix. 
We can calculate other metrics such as precision, recall, and F1 score from the confusion matrix. 

 
F. Prediction Result 

Prediction results Based on the Naïve Bayes model test used in this study, an accuracy level of 
95% was obtained. This value indicates that the model is able to predict fraud risk very well, with 95% 
of the tested data being predicted correctly by the model. From the analysis of the features used, it was 
found that the number of transactions feature has the greatest influence on the prediction objective, 
namely fraud. This feature plays an important role in identifying suspicious transaction patterns.  

The model also shows that the greater the number of transactions or the more unusual the 
transaction, the greater the likelihood of fraud. In addition, balanced data distribution and proper 
feature selection also contribute to high model accuracy. The prediction results of each data are 
displayed in a new table "Prediction Results". By using the highest accuracy algorithm model, namely 
GausianNB. The column is the prediction result of the GusianNB model which contains the string 
values "Fraud" and "Not Fraud" this is obtained from GausianNB modeling with the target parameter 
column "Is Fraudlent" and features from other columns. The following is a display of the data 
prediction results: 

 

 

 
4. CONCLUSION 

The accuracy, precision, recall and f1-score values of the Naïve Bayes algorithm are classified 
as good in reading and predicting existing data because the average value of the three Naïve Bayes 
algorithms used shows a figure of 0.95 or 95%. This shows that Naïve Bayes is an effective method in 
detecting fraud. The variable that has the most influence on the target variable, namely "Is Fraudulent" 
is the "Transaction Amount" variable measured by the correlation matrix method showing the highest 
positive number compared to other variables, namely 0.28. The transaction value has a strong 
correlation with the risk of fraud, indicating that the nominal amount of the transaction is important to 
consider in risk analysis. Naïve Bayes is a simple algorithm but still able to provide good performance. 
This model can be implemented with minimal computing resources, making it the right choice for 
efficient fraud detection. There are 12.5% of data from the total data that is classified as fraudulent 
transaction data. Buying and selling through the Facebook marketplace is considered not dangerous 
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because of the existing data, not even half of it is fraudulent transaction data, so it can be concluded 
that buying and selling with the Facebook marketplace is considered safe.. 
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